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ABSTRACT

Surface wave tomography using seismic ambient noise has
been applied widely in subsurface characterization, the depth
of which ranges from a few meters in urban underground engi-
neering to tens of kilometers in delineation of crustal hetero-
geneities. Currently, multichannel analysis of surface waves
with active and passive sources together with some similar tech-
niques has been widely applied to obtain fine near-surface struc-
tures. However, it is still difficult to retrieve accurate dispersion
curves at low frequencies with those methods to constrain struc-
tures at greater depths. To better retrieve surface wave dispersion
data at lower frequencies using ambient noise data acquired
by dense linear arrays, we use the extended range phase shift
(ERPS) method, which can extract broadband dispersions from
the ambient noise crosscorrelation functions (CFs). A broadband
dispersion curve is obtained by merging a dispersion

curve of medium-to-high frequencies with a dispersion curve of
low-to-medium frequencies measured using receivers with differ-
ent combinations, whereas both curves reflect the local property
of the subsurface structure under a subarray with a relatively
small aperture. Thus, the horizontal resolution of the inverted
models is not compromised, whereas the inverted depth is im-
proved considerably. We first perform a synthetic test to validate
the ERPS method, and then apply the method in characterizing
the Woxi polymetallic deposit in Hunan, China, where eight
10 km linear arrays using 467 seismic nodes were deployed to
record ambient noise. The dispersion data within 0.5–10 Hz
are extracted from the CFs using ERPS and then used to invert
for the VS models down to at least 2 km. The inverted structures
are found to be consistent with the previous geologic studies and
known structures from underground mining, and the proposed
passive-source imaging method is considered to be economical
and practical for ore deposit explorations.

INTRODUCTION

Ambient noise tomography (ANT) is now widely used to study the
subsurface structure as an efficient, cost effective, and environmen-
tally friendly approach compared with conventional seismic reflection
imaging using dynamite sources, especially when the investigated
areas are too large or the structures of interest are too deep (Shapiro
and Campillo, 2004; Yao et al., 2006, 2010; Lin et al., 2008), or in
areas where it is difficult to carry out active source surveys (Okada and
Suto, 2003; Nakata et al., 2011; Cheng et al., 2016). Aki (1957) first

proposes the spatial autocorrelation (SPAC) method to study the sub-
surface structure using microtremors and proves the feasibility of
extracting Green’s function (GF) from seismic ambient noise. In
the early 2000s, surface wave empirical GFs between pairs of stations
has been estimated by cross-correlating the seismic noise records
(Lobkis and Weaver, 2001; Weaver and Lobkis, 2004; Weaver,
2005). In addition, theoretical studies (e.g., Roux et al., 2005) and
practical applications also have been carried out (Shapiro and Cam-
pillo, 2004; Shapiro et al., 2005). Subsequently, Bensen et al. (2007)
systematically summarize the data processing procedure for retrieving
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the GF between a pair of stations from ambient noise, which further

promoted the extensive applications of ANT.
As for geotechnical engineering, active-source surface wave sur-

veys initially have been used widely. For near-surface characteriza-
tion with densely deployed stations, the array-based methods such
as the τ-p transform (McMechan and Yedlin, 1981), the frequency-
wavenumber transform (Yilmaz, 1987), the phase shift method
(Park et al., 1998), or the high-resolution linear Radon transforma-
tion (Luo et al., 2008) are often applied to extract dispersion curves.
The multichannel analysis of surface waves (MASWs) proposed by
Park et al. (1999) is probably one of the most recognized methods
for surface wave tomography with linear arrays, which were ini-
tially used for high-resolution surface wave characterization with
active sources (Miller et al., 1999; Park et al., 2005). Although ac-
tive MASW performs well in estimating the phase velocity in the
medium-to-high frequency range (approximately 10 Hz and above),
the phase velocity at lower frequencies estimated by MASWusually
bears large uncertainty and, thus, the effectively constrained depth
by this method is shallower than 30 m in general (Park et al., 2007).
Increasing the depth of investigation by several tens of meters re-
quires an order-of-magnitude increase in the active-source energy or
using a multisource offset technique (Park and Shawver, 2009).
Thus, the more economical and viable solution is to take advantage
of the surface waves derived from seismic ambient noise with lower
frequencies (Park et al., 2004, 2007; Luo et al., 2018; Behm et al.,
2019). Those aforementioned methods for processing active-source
surface waves also have been adopted and used in ANT, often with
trivial modifications. For instance, the passive MASW (Park et al.,
2004) based on a 2D cross layout and the roadside passive MASW
(Park and Miller, 2006) for linear arrays are derived from active
MASW. As passive surface waves are used to characterize the sub-
surface structure, the investigated depth is further increased to a few
hundred meters (Park et al., 2007). Subsequently, Cheng et al.
(2015) propose the bidirectional shot mode by sorting common vir-
tual source gathers to replace the traditional roll-along mode of the
MASW, which improves the efficiency of data acquisition. Their
method treats each receiver as a virtual source and sorts the
cross-correlation functions (CFs) between the receivers to construct
common virtual source gathers. A linear array is divided into a
series of subarrays, for each of which the dispersion curve is mea-
sured using stations within the subarray. The local dispersion curves
are then used to invert for the 1D stratified VS models under each
subarray, and a pseudo 2D VS profile is obtained by constructing the
local 1D stratified models together. Because a linear array cannot
unambiguously determine the directionality of the noise sources in
the offline direction (Garofalo et al., 2016; Foti et al., 2018), the
determined phase velocities might be systematically biased. Cheng
et al. (2016) propose the multichannel analysis of passive surface
waves (MAPS) method to further improve the estimation accuracy
of the dispersion curves by compensating for the noise direction-
ality. Wu et al. (2017) propose the cross-correlation and phase-shift-
ing (CCPS) method, which can further improve the signal-to-noise
ratio (S/N) of the dispersion images for surface waves.
Although the aforementioned studies on surface wave ANT have

had many successful applications in the past two decades, it is still
rather difficult to extract broadband dispersion curves from a few sec-
onds to several Hz or even higher without severely compromising the
horizontal resolution or reliability of the inverted model. More spe-
cifically, the aperture of the subarray needs to be increased to derive

dispersion data at lower frequencies, but too large an aperture may
violate the assumption of layered medium for the phase shift and
other similar methods (Aki, 1957; Park et al., 1999), and sometimes
the lowest frequency which can be retrieved using passive MASW
may not be extended even with an increased subarray aperture. Thus,
it is not easy to obtain a subsurface tomogram with high resolution in
the near surface and with adequate constraint at greater depths be-
cause a broadband dispersion curve is rather difficult to obtain using
passive MASW or other conventional passive methods.
In this study, we propose a novel extended range phase shift

(ERPS) method to extract stable broadband dispersion curves which
only reflect the local velocity structure under a subarray with a rel-
atively small aperture. A broadband dispersion curve is obtained by
merging a dispersion curve of medium-to-high frequencies with a
dispersion curve of low-to-medium frequencies measured using
receivers with different combinations. Tomography using those
broadband dispersion curves reflects variation in the local structures
and has relatively high resolution in the horizontal and vertical di-
rections. In the following, we first introduce the theory and pro-
cedure of ERPS, followed by a synthetic test to demonstrate the
merits of ERPS compared with the conventional passive MASW.
Finally, the method is applied to characterize a polymetallic deposit
using surface wave ANT, where eight 10 km dedicated linear arrays
with 467 seismic nodes were deployed to record ambient noise.

METHOD

In the conventional phase shift method, it is assumed that the
sources are distant from the receivers and the surface wave can
be approximated as plane waves propagating in a stratified medium.
The dispersion image can be calculated by (Wu et al., 2017)

Vðf;CTÞ¼
XN
i¼1

XN
j¼iþ1

exp

�
−i

2πfðxj−xiÞ
CRðfÞ

�

exp

�
i
2πfðxj−xiÞ

CT

�
; (1)

where Vðf; CTÞ denotes the value of the dispersion image at a par-
ticular frequency f and a scanning phase velocity CT ; CRðfÞ de-
notes the average real phase velocity under the station array at
frequency f; xi and xj are the coordinates for the pair of the stations
i and j, respectively; N is the total number of stations in the linear
array for deriving the dispersion image; and the exponential term
expð−iðð2πfðxj − xiÞÞ∕CRðfÞÞÞ reflects the observed phase shift
when the surface wave propagates from station i to station j, which
can be directly calculated in the frequency domain (Park et al.,
1999). For a particular frequency f, Vðf; CTÞ is maximized when
the scanning phase velocity CT equals the real phase velocity
CRðfÞ. Consequently, the maximal values in the dispersion image
can be used to estimate the frequency-dependent phase velocity
CRðfÞ of the subsurface structure. More generally, equation 1
can be modified to the following form:
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where SRðxÞ ¼ 1∕CRðxÞ denotes the real slowness at position x and
STðxÞ ¼ 1∕CTðxÞ denotes the scanning slowness along the propa-
gation path. However, a tradeoff exists between the lowest extracted
frequency and the horizontal resolution of the inverted subsurface
structure when using the phase shift method: more receivers in a
larger subarray are required to estimate the dispersion curve at lower
frequencies, i.e., the obtained phase velocity reflects the average
velocity over a larger area. To solve this issue, we propose the ERPS
method to retrieve broadband dispersion curves without compro-
mising the horizontal resolution (Figure 1). ERPS essentially has
two components: the internal-array phase shift (IPS) and the exter-
nal-array phase shift (EPS). The IPS component retrieves a
dispersion curve of medium-to-high frequencies from the
dispersion image calculated from the phase shift among the receiv-
ers within a subarray similar to passive MASW for ambient noise.
In comparison, the EPS component first calculates individual
dispersion images from the phase shift between a certain receiver
external to a subarray and all the receivers within the subarray, and
then retrieves a dispersion curve of low-to-medium frequencies with
improved quality and stability from the stacked dispersion image.
We will show in the following sections that the dispersion curve
from EPS only reflects the subsurface structure under the same sub-
array of IPS evaluation and is independent of the structures between
the external receiver and the subarray. To obtain a desired broad-
band dispersion curve, the dispersion curves retrieved by IPS
and EPS for the same subarray are then merged by weighted stack-
ing. The details of ERPS are elaborated on next.

Internal-array phase shift

A subarray in ERPS is defined by the station index n at its center
(blue triangle in Figure 1) and the subarray aperture r ¼ md, where
m is the number of stations from the center to the edge of the sub-
array and d is the interstation distance (Figure 1). The stations
within the subarray are referred to as the internal stations (black),
and the stations outside are referred to as the external stations
(gray). In ERPS, the IPS component for calculating the medium-
to-high frequency dispersion curve is similar to CCPS in Wu et al.
(2017), which only uses CFs from the stations within a subarray to
calculate the dispersion image V intðf; CTÞ corresponding to the sub-
surface structures:

V intðf;CTÞ¼
Xnþm

k¼n−m

Xnþm

l¼kþ1

Ckl exp

�
i2πf

xkl
CT

�
; (3)

where Ckl represents the observed phase shift between station k and
station l and xkl is the corresponding distance. Depending on
whether the causal, acausal, or the symmetric part of the CF is used
(Cheng et al., 2016), the corresponding phase shift Cþ

kl (positive
time), C−

kl (negative time), or ðCþ
kl þ C−

klÞ∕2 is selected for Ckl.
Although IPS performs well in extracting dispersion curves in
the medium-to-high frequency range, it is not suitable for extracting
low-frequency dispersions. This is because the aperture r of the sub-
array is not large enough to discriminate the phase variation of long-
wavelength surface waves; thus, the dispersion image V intðf; CTÞ
does not have a distinct energy peak at lower frequencies. Alterna-
tively, an artificial energy peak may appear at an incorrect velocity
for the lower frequencies (Park et al., 1999).

External-array phase shift

To invert for structures at greater depths, the dispersion curves at
lower frequencies need to be extracted, which is the aim of the pro-
posed EPS component in ERPS. Compared with the IPS compo-
nent, which only uses the internal stations, the data recorded by
external stations also contribute to the calculation of the dispersion
data in the EPS component. The external stations are treated as vir-
tual sources, and the internal stations of the subarray are regarded as
receivers. The dispersion image Vk

extðf; CTÞ derived with the kth
external virtual source and all the receivers from a subarray is

Vk
extðf; CTÞ ¼

Xnþm

l¼n−m
exp

�
−i2πf

Z
xl

xk

SRðxÞdx
�

exp

�
i2πf

Z
xl

xk

STðxÞdx
�
: (4)

The propagation path from the kth external virtual source to the
lth receiver within the subarray can be further divided into two seg-
ments, i.e., the external and the internal paths separated by the edge
of the subarray:

Vk
extðf;CTÞ¼
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l¼n−m�
exp

�
−i2πf
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exp
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xnþm

STðxÞdx
��

;

(5)

where the integration from xk to xnþm accounts for the external phase
shift from the receiver k to the edge of the subarray, and the integration
from xnþm to xl accounts for the internal phase shift within the sub-
array. It is obvious that the external paths for all receivers within the
subarray centered at xn to receiver k are independent of the summa-
tion and can be pulled out. Thus, equation 5 can be rewritten as

Figure 1. The schematic illustration of the proposed ERPS method.
(a) The IPS and (b) the EPS. The inverted triangles denote the sta-
tions, which are divided into three different categories: the center
station (blue) that defines the position for the current subarray,
the internal stations (black) within the subarray, and the external
stations (gray) outside the subarray. The red stars represent the vir-
tual sources in the calculation.
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where the remaining exponential terms in the summation represent the
phase shift within the subarray. Taking the same assumption of a
stratified medium under the subarray as in IPS, equation 6 can be
simplified as

Vk
extðf; CTÞ ¼�
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−i2πf
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exp
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where xnþm;l denotes the distance between the ðnþmÞth and lth
receivers. For the EPS component, the contribution of the external
path on the dispersion image can be easily removed by taking the
absolute value:

jVk
extðf;CTÞj¼

����
Xnþm

l¼n−m
exp

�
−i2πf

xnþm;l

CR

�
exp

�
i2πf

xnþm;l

CT

�����;
(8)

because the absolute value of the terms in the curly bracket is a
unit. Thus, the common external path does not contribute to the
amplitude jVk

extðf; CTÞj of the dispersion image, and the estimated

phase velocity CR only reflects the structure under the receivers
within the subarray. In practice, the phase shift Ckl between the
external station k and the internal station l is used, and we take
absolute values on both sides of equation 4:

jVk
extðf; CTÞj ¼

����
Xnþm

l¼n−m
Ckl exp

�
i2πf

xkl
CT

�����; (9)

which is equivalent to equation 8. More importantly, because
jVk

extðf; CTÞj is independent of the external path and thus indepen-
dent of the choice of a virtual source, the dispersion images from
different external virtual sources can be stacked:

Vextðf;CTÞ¼
XN
k¼ 1

k∈= ½n−m;nþm�

jVk
extðCT;fÞj

¼
XN
k¼ 1

k∈= ½n−m;nþm�

����
Xnþm

l¼n−m
Ckl exp

�
i2πf

xkl
CT

�����;

(10)

which further stabilizes the dispersion image and improves the
S/N, especially at the lower frequencies with weak energy. It
should be noted that in EPS the external paths from a virtual
source to all receivers within a subarray are assumed to be iden-
tical, which is reasonable for low-frequency surface waves with
large wavelengths and less affected by structural heterogeneities.
However, the propagation paths of surface waves with higher
frequencies are more affected by the ragged free-surface subsur-
face heterogeneities and thus are less consistent. As a result, the
dispersion images at higher frequencies may not be improved no-
tably through the stacking of additional external virtual sources.

Merging the dispersion curves

The IPS component of ERPS is almost equivalent to the conven-
tional passive MASW approach based on the phase shift method,
and the additional information extracted in ERPS is indeed provided
by the EPS component. Thus, merging the dispersion curves pro-
vided by the IPS and EPS components in ERPS is crucial for taking
advantage of the internal- and external-array phase shifts. At appro-
priate overlapped periods where the dispersion curves from IPS and
EPS are similar, different weights for the internal and external
dispersion curves are applied to construct a broadband dispersion
curve which can be used to characterize structures from shallow
to deep (Figure 2). That is, a broadband dispersion curve CðtÞ is
obtained by

CðtÞ ¼ wintðtÞCintðtÞ þ wextðtÞCextðtÞ; (11)

where CintðtÞ and CextðtÞ are the internal and external dispersion
curves at a particular period t, respectively, and wintðtÞ and
wextðtÞ are the corresponding period-dependent weighting factors
(Figure 2a) which sum to one for all periods. We empirically de-
termine the longest reliable period ti for the internal dispersion

Figure 2. An illustration for the merging of the internal and external
dispersion curves. (a) Dispersion curves before merging. The solid
blue and black lines represent the internal and external dispersion
curves, respectively. The dashed blue and black lines represent the
corresponding merging weights for the respective dispersion curves.
(b) The red line denotes the broadband dispersion curve after merg-
ing.
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curve (blue line) and the shortest reliable period te for the external
dispersion curve (black line) based on the consistency between the
internal and external dispersion curves and the corresponding noise
level in the dispersion images. The weighting factor wintðtÞ varies
linearly from 1.0 to 0 as the period goes from te to ti, and vice versa
for wextðtÞ. For periods shorter than te, the merged dispersion curve
is identical to the internal dispersion curve, whereas it is identical to
the external dispersion curve for periods longer than ti. Thus, not
only can the merged dispersion curve be used to resolve the shallow
structure with high resolution, but also it can be used to constrain
the deeper structure in the inversion reliably.

Inversion for the 2D VS profile

By extracting and merging the internal and external dispersion
curves for subarrays centered at different stations, we obtain a series
of broadband dispersion curves reflecting adjacent local structures
along a linear array. All of the local dispersion curves are inverted
simultaneously to obtain a 2D profile with horizontal and vertical
constraints (Hayashi, 2008), which improves the inversion stability.
The nonlinear inverse problem can be expressed as

D ¼ GðMÞ; (12)

where D is the broadband phase dispersion curves along a linear
array extracted by ERPS, M is the true 2D VS model, and G is
the sensitivity kernel. The inverse problem is linearized by first-or-
der Taylor expansion:

D ≈ GðM̂Þ þ JδM; (13)

where M̂ is the current model, δM represents the difference between
the true model and the current model, and J is the Jacobian matrix,
which is evaluated via numerical perturbations (e.g., Xia et al.,
1999). The data residual δD between the observed and theoretical
dispersion curves is related to the model difference δM by

δD ¼ D − GðM̂Þ ≈ JδM: (14)

To stabilize the inversion, equation 14 can be solved iteratively
with smoothness constraints (e.g., Nakata et al., 2019), and the cor-
responding objective function is

ΦðδMÞ¼ kδD−JδMk22þ λvkLvðδMÞk22þ λhkLhðδMÞk22;
(15)

where Lv and Lh are the second-order Tikhonov regularization to
constrain the model variation in the vertical and horizontal direc-
tions, respectively, with λv and λh being the corresponding weight-
ing terms. The model update is then obtained by

δM̂ ¼ ðJTJ þ λvLT
vLv þ λhLT

hLhÞ−1JTδD; (16)

and the model can be updated iteratively by

Mjþ1 ¼ Mj þ δM̂; (17)

where Mj and Mjþ1 are the inverted model at the jth and ðjþ 1Þth
iterations, respectively.

SYNTHETIC TEST

We first design a 2D synthetic test to verify the effectiveness of the
ERPS method in extracting broadband dispersion curves. We use ran-
dom sources to generate many individual wavefields, the summation
of which simulate the seismic ambient noise. The CFs between pairs
of receivers in the linear array are then calculated. The elastic model
used in the 2D synthetic test is shown in Figure 3a, and no attenuation
is assumed in the simulation. The P-wave velocity and density are
converted from the S-wave velocity using the empirical relationships
given by Brocher (2005). There are 50 geophones deployed between
25 and 35 km with a 200 m interval. A total of 500 active sources are
randomly distributed on the surface at both sides of the receiver array.
Ricker wavelets are used for the sources, with the central frequencies
for different sources randomly varying between 0.5 and 8 Hz, and
the amplitudes randomly varying between 0.1 and 1. The finite-dif-
ference method (Virieux, 1986; Levander, 1988) is used to generate
the full elastic wavefield, with Δx ¼ Δz ¼ 12.5 m and Δt ¼ 1 ms.
Because the actual contribution to the reconstruction of the surface
wave GFs from seismic ambient noise originates from the stationary
phase zones close to the inline direction and the contributions from
the offline directions should cancel out (Nakata et al., 2019), the 2D
numerical experiment along the inline direction should suffice for

Figure 3. The heterogeneous velocity model and data generated in
the synthetic test. (a) The VS model, the black dots represent the
explosion sources, inverted triangles represent all the receivers,
and the red triangles represent a subarray for the subsequent analy-
sis. (b) The synthetic records generated by the finite-difference
method with superposed Gaussian noise. (c) The CFs of the syn-
thetic records between the first and the remaining receivers. The
stations in the subarray marked by red are used to calculate the
dispersion image in Figure 4.
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validating the method. Gaussian noise with amplitude of 5% of the
maximum amplitude of the surface waves is added. The total wave-
fields from all of the random sources are shown in Figure 3b. The
corresponding CFs are shown in Figure 3c, in which the horizontal
axis indicates the time delay for the CF between a pair of stations, and
the interstation distance is shown in the vertical axis. Hayashi et al.
(2021) recently also synthesize 3D stochastic wave propagation for
ambient noise using the 3D finite-difference method.
To compare the dispersion images calculated by IPS, which is al-

most equivalent to the conventional passive MASW and EPS, we
select nine stations in the middle of the linear array (red inverted tri-
angles) to construct a subarray with an aperture of 0.8 km for the
evaluation, and the remaining stations in the linear array are treated
as the virtual sources for EPS. The respective dispersion images using
IPS and EPS are shown in Figure 4. To better illustrate the peak en-
ergy at different frequencies, it should be noted that the energy at each
frequency is normalized independently (Park et al., 2004; Cheng
et al., 2015). The extracted dispersion curves (blue lines) based
on the peak value at each frequency in the dispersion images and
the theoretical dispersion curves (red lines) calculated using the local
stratified medium under the subarray (Thomson, 1950; Haskell,
1953; Kennett, 1974; Herrmann, 2013) are plotted together in the
subfigures. For IPS, the dispersion curve is rather close to the theo-
retical one down to approximately 1 Hz. Below 1 Hz, the dispersion
image peaks become distorted, and the extracted dispersion curve
starts to deviate from the theoretical value. In comparison, the
dispersion image from EPS has distinct peaks at the correct velocities
down to approximately 0.5 Hz (2 s), and the extracted dispersion
curve still matches well with the theoretical one at much lower
frequencies. In this case, the lowest frequency retrieved by EPS is
about one-half that by IPS, i.e., the depth of the inverted model using
EPS can be at least doubled compared with the depth inverted by IPS
alone. In addition, the consistency between the extracted dispersion
curve using EPS and the theoretical one in Figure 4b clearly shows
that the external heterogeneous structures do not affect the calculation
of the dispersion image for a subarray.

Furthermore, we compare the models obtained using IPS and
ERPS in Figure 5. Based on the comparisons with the true model,
it is found that the effectively inverted depth from IPS is shallower
than 0.8 km, whereas the effectively inverted depth from ERPS is
approximately 2 km. Therefore, ERPS significantly improves the
investigation depth compared with IPS while retaining the resolu-
tion for the shallower sections.

APPLICATION TO REAL DATA

In the following, we further apply the ERPS method to extract
broadband dispersion curves for ANT in the Woxi Au-Sb-W deposit,
western Hunan Province, China. The strong topographic relief and
complex surface conditions including dense vegetation render it pro-
hibitive for an active-source seismic reflection imaging with a reason-
able budget, and a passive seismic survey is thus a viable alternative
for the subsurface characterization. In September and October 2019,
we deployed eight dense linear arrays to collect the ambient noise
data for about one month. Each linear array is approximately
10 km in length, with 467 SmartSolo 3C 5 Hz nodes in total (Fig-
ure 6a). The interstation spacing varies from 100 to 400 m. More
specifically, the spacing is 200 m for L160, 400 m for L360, and
250 m for the remaining six lines, whereas the spacing is further re-
duced to 100 m within the 4 km in the central sections of the linear
arrays, where the target zone is approximately situated. The crossline
spacing is approximately 500 m for all eight lines. Recent studies
have demonstrated that the Rayleigh wave at lower frequencies

Figure 4. The comparison of dispersion images using IPS and EPS.
(a) The dispersion image calculated by IPS and (b) the dispersion
image calculated by EPS. The red line in each subfigure represents
the theoretical dispersion curve, whereas the blue lines are the
dispersion curves extracted using (a) IPS and (b) EPS, respectively.

Figure 5. Comparison of the true model and the inverted models
using the dispersion data from IPS and ERPS in the synthetic test.
(a) The true VS model. (b) The inverted VS model using the
dispersion data from IPS. (c) The inverted VS model using the
dispersion data from ERPS. The dashed black lines in (b) and (c) de-
note the boundaries of the strata as shown in (a). Note the quality of
the inverted model at greater depths close to the two edges becomes
slightly worse due to limited aperture.
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also can be retrieved from long-term ambient noise records acquired
by the short-period nodes (Lin et al., 2013; Wang et al., 2019). Sim-
ilarly, we calculate the CFs of ambient noise following the practice of
Bensen et al. (2007). The raw noise records are first downsampled to
50 Hz from 250 Hz with an antialiasing filter. Then, the continuous
records are cut into 1 h long segments for preprocessing, including
mean and trend removal, spectral whitening in the frequency domain,
temporal normalization in the time domain, and band-pass filtering
between 0.1 and 5 s before the CFs are calculated. The final CFs of
L160 obtained by stacking the CFs calculated with hourly noise re-
cords are shown in Figure 6b. The CFs of high S/N are directional,
indicating an inhomogeneous distribution of noise sources. Thus, it is
crucial to take the directionality of the noise source into consideration
when extracting the dispersion curves. Because a linear array
cannot unambiguously determine the directionality of the noise
sources in the offline direction (Garofalo et al., 2016; Foti et al.,
2018), the determined phase velocities might be systematically biased
(Asten and Hayashi, 2018; Asten et al., 2019). That is, the measured
phase velocities using the linear array may be higher than the actual
values due to nonomnidirectional source distributions, resulting in a
surface wave GF propagating in the offline direction (Foti et al.,
2018). Thus, for the following discussions we will not be focused
on interpreting the absolute values of the inverted structures. Instead,
the velocity contrast and heterogeneities of the subsurface structures
will be analyzed in detail. In this survey, the CFs in the causal part
correspond to signals propagating from southeast to northwest. Thus,
the CFs in the causal part are attributed to noise sources in the
southeastern direction, and those in the acausal part are attributed
to noise sources in the opposite direction. To extract dispersion curves
from CFs constructed from inhomogeneously distributed noise
sources, we calculate each of the internal and external dispersion im-
ages (equations 3 and 10) three times using the causal, acausal, and
the symmetric parts of CFs, respectively, and then compare their
overall S/N and the continuities of the energy
peaks in the dispersion images.
The dispersion images from IPS and EPS using

an aperture of 1400 m are shown in Figure 7. For
IPS, the calculated dispersion image using the
causal part of the CFs has high S/N between
1.5 and 8 Hz (Figure 7a), whereas the S/N of
the acausal part is much worse and incoherent
(Figure 7b). The symmetric stacking of CFs (Fig-
ure 7c) is similar to the causal part because the am-
plitude of the CFs in the acausal part is actually
much lower than that in the causal part (Figure 6).
For EPS, the dispersion image using the causal
part of CFs has high S/N between 0.5 and 6 Hz
(Figure 7d), whereas the acausal part of CFs also
is much worse in comparison (Figure 7e). The
symmetric stacking of the CFs also is worse than
the causal part at low frequencies (Figure 7f) due
to the detrimental contribution from the acausal
part in this case. Therefore, it should be noted
in the dispersion data processing that the CFs with
high S/N may only exist in one part of CFs, and
the symmetric stacking involving the other part
may actually compromise the quality of the
dispersion images (Bensen et al., 2007; Cheng
et al., 2015).

Figure 6. The dense linear arrays deployed in the Woxi deposit and
the CFs for L160 as an example. (a) Eight dense linear arrays,
namely, L160, L200, L245, L305, L360, L420, L470, and L505,
are deployed from west to east with roughly equal crossline spacing.
(b) The CFs filtered between 0.5 and 3 s from L160.

Figure 7. Comparison of the dispersion images using IPS and EPS. (a) The causal and
(b) acausal parts of CFs and (c) the symmetric stacking of the CFs calculated by IPS.
(d–f) The same as (a)–(c), respectively, except they are calculated by EPS. In each subfigure,
the energy is normalized independently at each frequency for the best visual illustration.
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In this case, the lowest frequency of the extracted dispersion
curve from the dispersion image using IPS is approximately 1.5 Hz
(approximately 0.7 s) (Figure 7a), whereas it is approximately
0.5 Hz (2 s) from the dispersion image using EPS (Figure 7d),
which can at least triple the maximum inverted depth compared
with that by IPS. Still, the energy peaks in the dispersion image
using EPS at frequencies greater than 6 Hz are less coherent com-
pared with those using IPS. Hence, using IPS to derive dispersions
curves at medium-to-high frequencies, and using EPS to derive
dispersion curves at lower-to-medium frequencies, ERPS can yield
reliable broadband dispersion curves by properly merging those
within different frequency ranges.
In processing the real data, to reflect the local structure and to

improve the horizontal resolution of the shallow subsurface, the
aperture is further reduced to 600 m when calculating the dispersion
image for IPS, whereas it is still 1400 m for EPS. Considering the
noise levels and the continuities of the energy peaks, we typically
pick the external dispersion curves between 0.5 and 5 Hz and pick
the internal dispersion curves between 2 and 10 Hz. The dispersion
curves from the internal array using IPS (cyan lines) and those from
the external array using EPS (gray lines) for L160 are shown in
Figure 8a. The horizontal axis is scaled in the frequency above
1 Hz and in the period below 1 Hz to fully stretch the broadband
dispersion curves and expose more details. The dispersion curves
from IPS and EPS match reasonably well at approximately 3 Hz,
whereas the internal dispersion curves (cyan) trend upward too rap-
idly below 2.5 Hz (0.4 s). In addition, most of the dispersion curves
from EPS can extend up to approximately 5 Hz (0.2 s), whereas
those from IPS can extend up to approximately 10 Hz. Thus, by
merging the dispersion curves obtained from IPS and EPS between
5 and 2.5 Hz (0.2–0.4 s) as indicated by the dashed lines (Figure 8a),
we obtain the broadband dispersion curves shown in Figure 8b.

With the extracted dispersion curves, a VS profile can be obtained
using equations 16 and 17. For each linear array, an average
dispersion curve is first calculated from all dispersion curves of this
array. An initial layered S-wave velocity model M̂ is constructed
from the average dispersion curve using the empirical relationship
in Xia et al. (1999), and the regularization weights λv and λh, whose
typical values range from 0.1 to 1, are provided empirically. The
initial 1D S-wave velocity model for L160 is shown in Figure 9a
as an example, and the sensitivity kernels indicate that the Rayleigh
wave phase velocities in the periods of 0.1–2 s are most sensitive to
the S-wave velocity in the upper 2.5 km (Figure 9b). Nevertheless,
structures just below 2.5 km in depth can still be constrained with
some uncertainty.
It takes several iterations (equation 17) to obtain the final velocity

model for each linear array, and a typical convergence curve is
shown in Figure 10. An inverted 2D velocity model reflects the
velocity variation relative to the free surface, and to facilitate sub-
sequent geologic interpretations, we apply local pseudosurface-re-
lief corrections by shifting the inverted model in the vertical
direction according to the surface elevation along a linear array.
The final results for the eight dense linear arrays are shown in Fig-
ure 11. Although all of the 2D VS profiles are obtained separately,
they show general consistency with gradual change from L160 to
L505 or from southwest to northeast. The inverted VS model for
L360 where the receivers are deployed more sparsely is relatively
smooth in comparison because the horizontal resolution of the
model is reduced due to the increased interstation spacing.
Although reversed velocity layers may generate higher mode sur-
face waves in general, the higher modes should be absent in this
particular survey. This is likely because the reversed velocity struc-
tures are relatively deep and the velocity contrast is minor. Then, a
3D regional VS velocity model also can be obtained by interpolating
the eight 2D models spatially through cubic splines, and a horizon-
tal slice of the 3D model at 0 km elevation is shown in Figure 12. It
is obvious that the velocity shows a distinct dichotomous feature

Figure 8. The dispersion curves for the subarrays of L160 extracted
by ERPS. (a) The internal dispersion curves (cyan) and the external
dispersion curves (gray) before merging. The overlapped frequen-
cies for merging are from 5 to 2.5 Hz (0.2–0.4 s) as shown between
the two dashed black lines. (b) Broadband dispersion curves (ma-
genta) after the weighted merging (equation 11) of the respective
dispersion curves extracted by IPS and EPS. The bold blue, black,
and red lines indicate the average of the individual internal, external,
and broadband dispersion curves, respectively.

Figure 9. (a) The initial 1D S-wave model for L160 and (b) the
amplitudes of the phase-velocity sensitivity kernels at different peri-
ods. The sensitivity kernels indicate that the Rayleigh wave phase
velocities in the periods of 0.1–2 s are most sensitive to the S-wave
velocity in the upper 2.5 km.
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separated by the Woxi F1 fault, with the structures in the southeast
being slower in general than their counterparts in the northwest.
To further validate our inversion result, L160 is selected for a

detailed geologic interpretation, below which underground mining
has been taking place. The surface outcrops, known gold veins, ver-
tical exploration wells, and extended faults are overlaid with the
inverted VS profile shown in Figure 13. The solid bold red lines
represent the extensions of the known surface fault traces (F1

and F15), and the dashed bold red lines represent the inferred faults.
A sharp S-wave velocity contrast is present across the major Woxi
F1 fault, which dips between 25° and 45° to the north by northwest
direction (Wang et al., 2000; Kuang et al., 2004) and extends over
2 km in depth (Gu et al., 2007). Although the surface traces of the
inferred F2 and F9 faults can be identified, their dipping angles are

Figure 10. A typical convergence curve with iteration for the sur-
face wave ANT using the broadband dispersion curve extracted by
ERPS. This plot shows the variation of the relative rms error of the
dispersion data with iteration for L160.

Figure 11. The inverted VS profiles for the eight lines. The line numbers are shown in the white boxes at the lower-left corner in each subfigure.
The depth is referenced to the mean sea level.

Figure 12. A horizontal slice of the 3D model interpolated from the
eight 2D profiles at the zero elevation. The dashed black lines in-
dicate the projection of the faults F1, F2, and F3.
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not clear from the surface evidence. Thus, the dashed lines represent
the inferred extensions based on the velocity contrast in the inverted
velocity model. Because there is no sonic logging in the study area,
the exact S-wave velocity is not directly available for comparison.
Instead, the exploration wells (ZK1 and ZK001 in Figure 13) pro-
vide rock samples and delineations of the strata boundaries (solid
dark green lines). The lithology along well ZK001 can be divided
into four major formations, i.e., the argillaceous slates (Fm. I),

sandy calcareous slates (Fm. II), argillaceous slates (Fm. III),
and sandy calcareous slates (Fm. IX) in sequence. In general,
the argillaceous slates are mechanically weaker than the sandy cal-
careous slates, and, thus, the S-wave velocities in Fm. I and Fm. III
are lower than their counterparts in Fm. II and Fm. IX. Importantly,
the positions and elevation changes of the subsurface tunnels (solid
yellow lines) along the veins (V7 and V8) also match well with the
velocity contrast in the model. Because the metallogenic mecha-

nism is likely of the metamorphic-hydrothermal
type controlled by strata in the Woxi deposit
(Zhu and Peng, 2015), we speculate that the gold
vein may extend further along the upper and
lower boundaries of the low-velocity body as
shown by the dashed yellow lines. Although
there is no further data or information available
to corroborate our speculation currently, the in-
ferred gold veins can be selected as the primary
targets for future prospecting.

DISCUSSION

Although the surface wave energy is dominant
in the observed wavefield, other seismic phases
irrelevant to dispersion estimation also are
present. At higher frequencies, the CFs from sta-
tion pairs with a short interstation distance are
contaminated by body waves (Nakata et al.,
2019), which is detrimental for extracting the
dispersion curves from CFs. In comparison,
the surface waves are dominant in the CFs esti-
mated from station pairs separated by a larger
distance because the amplitude of the body
waves decays more rapidly (1∕r) than that of
the surface wave (1∕

ffiffiffi
r

p
), where r is the intersta-

tion distance. In addition, the influence of the near-field effects
gradually diminishes with the increase in interstation distance
(Yao et al., 2006). Park et al. (1999) find that the surface waves
can be approximated as plane waves (allowing for phase shift es-
timation) provided that the offset is greater than half the wavelength,
and even shorter offset is sometimes viable as well. Thus, the EPS
component that uses virtual sources external to a subarray with in-
creased interstation distances can calculate dispersion images with
improved stability and S/N at lower frequencies.
Recent studies have made efforts to characterize and remedy the

influence of directionality of noise sources, e.g., the MAPS waves
proposed by Cheng et al. (2016) and the root mean square (rms)-
ratio selection stacking of CFs proposed by Xie et al. (2020). In
general, deploying a 2D array with uniform receiver spacing and
SPAC-like methods to process the ambient noise can better suppress
the influence of the noise-source directionality, which, however, is
prohibitive economically for the ore deposits characterization in
such a mountainous area covered by dense forests. In the future,
the proposed ERPS can take advantage of the preceding methods
to further improve the accuracy of the calculated dispersion curves.
In addition, the stacking of the dispersion images from many ex-

ternal individual virtual sources is instrumental in improving the sta-
bility and S/N. We show that EPS, in general, has more fold numbers
compared with IPS in Appendix A. In addition, Figure 14 compares
the quality of the stacked dispersion images for the varying number
of external virtual sources in EPS. With a single external source

Figure 13. Geologic interpretation for L160. The background image is the inverted VS
profile using the broadband dispersion curves obtained by ERPS. The solid red lines
indicate the extension of known faults from the surface traces, and the dashed red lines
represent the inferred faults. The black lines indicate the two vertical exploration wells
(ZK1 and ZK001), the solid dark green lines are the known boundaries for different
strata, the dashed green lines are the inferred boundaries, and the solid yellow lines
indicate the tunnels for gold mining, whose locations and variation in elevation corre-
spond well with the velocity contrast. The dashed yellow lines are the gold veins inferred
from the velocity structure. This figure together with Figure 6a and Figure 12 are plotted
with the Generic Mapping Tools (Wessel et al., 2019).

Figure 14. Comparison of the dispersion images for different num-
bers of external sources in EPS. Using (a) a single external source
and (b) 5, (c) 10, (d) 20, and (e) 40 external sources.

JM38 Deng et al.

Downloaded from http://pubs.geoscienceworld.org/geophysics/article-pdf/87/3/JM29/5604079/geo-2021-0320.1.pdf
by The Institute of Geology and Geophysics, Chinese Academy of Sciences user
on 16 October 2022



(Figure 14a), the dispersion image is disrupted at many frequencies
and does not exhibit distinct energy peaks at lower frequencies.
As the number of external sources increases from 5 to 20
(Figure 14b–14d), the energy peak in the dispersion image becomes
increasingly continuous at higher frequencies, and more distinct and
converged at lower frequencies as well. When 40 external sources are
used (Figure 14e), not only does the energy peak in the dispersion
image become continuous at higher frequencies but also it is distinct
and converged well below 1 Hz, and a reliable dispersion curve can
be extracted at 0.5 Hz and above.
For real data processing, we have summarized two general rules:

(1) in general, the internal dispersion images become stable when
the aperture is approximately 4–6 times the interstation distance,
and the aperture of EPS should range from about twice as large
as that of IPS to half of the maximum target depth, and (2) it also
is recommended that the total number of receivers in a linear array
should be sufficient to allow the construction of several subarrays
from the linear array. It also should be noted that if proper surface
waves can be acquired through active seismic waves in the study
area, the near-surface structures can be better characterized using
dispersion curves with higher frequencies.

CONCLUSION

In this study, we propose a new method called ERPS to calculate
dispersion images from ambient noise recorded by dense linear ar-
rays. The ERPS method that includes the IPS and the EPS compo-
nents can effectively improve the S/N and convergence of the
energy peaks in the dispersion image at lower frequencies, while
retaining the quality of the dispersion image at higher frequencies.
Consequently, reliable broadband dispersion curves can be ex-
tracted and used to invert subsurface structures. Not only shallow
structures can be determined with high resolution, but also struc-
tures at greater depth can be well constrained. We first demonstrate
the effectiveness of ERPS with a synthetic test, and then apply the
method to an ambient noise data set acquired by eight 10 km linear
arrays in the Woxi Au-Sb-W deposit, western Hunan, China. Using
the broadband dispersion curves, 2D velocity profiles along the lin-
ear arrays are inverted, and a 3D regional velocity model also is
constructed from the 2D profiles through interpolation. To further
validate our inversion results, we also interpret an inverted VS pro-
file with known geology and mining data. We find the velocity
structures match well with known surface geology, faults, and strata
characterized by wells, as well as the gold veins under production.
Thus, we believe the proposed ERPS method using seismic ambient
noise can be used as an economical alternative to active-source seis-
mic reflection imaging for orebody characterization.
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APPENDIX A

COMPARISON OF THE FOLD NUMBER IN ERPS

We show in general the fold number of stacking for EPS is larger
than that in IPS which is traditionally used to extract dispersion
curves for linear arrays. A dense linear array consisting of N sta-
tions in total is shown in Figure 1 in the main text, and we consider a
general case in which the subarray is situated somewhere in the
middle of the linear array but not at the two ends. Assuming there
are m stations within aperture r in a subarray, i.e., there are 2mþ 1

internal stations and N − 2m − 1 external stations, the fold number
of stacking for IPS is then

Nint ¼ C2
2mþ1 ¼ mð2mþ 1Þ: (A-1)

In EPS, we use a combination of internal stations and external
stations, and the number of stacking is

Next ¼ C1
N−2m−1C

1
2mþ1 ¼ ðN − 2m − 1Þð2mþ 1Þ: (A-2)

To compare the numbers of stacking between EPS and IPS, we
find the boundary condition Nint ¼ Next:

mð2mþ 1Þ ¼ ðN − 2m − 1Þð2mþ 1Þ: (A-3)

We simplify equation A-3 and obtain the following formula:

N ¼ 3mþ 1: (A-4)

That is, when N equals 3mþ 1, the fold numbers of IPS and EPS
become equal. In other words, as long as the total number of stations
N is greater than 3mþ 1, the fold number of EPS is more than that
of IPS, which is easily satisfied in practice where the aperture of
the subarray is usually less than one-tenth of the length of the linear
array.
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